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Dialects in Bavaria

• 3 dialect groups


• Mostly spoken,  
occasionally written 
(no orthography)


• Dialect speakers are interested in 
ASR systems with dialectal and 
especially with German output

5Map of Germany by David Liuzzo, CC BY-SA 2.0 DE
What Do Dialect Speakers Want? A Survey of Attitudes Towards 
Language Technology for German Dialects (Blaschke et al., ACL 2024)



Small word-level 
differences (morphology 
and/or pronunciation)

Different words/phrases

Differences between German + dialects
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[German] Sofort Mathildas Geldstück suchen,…
Immediately Mathilda’s coin search

[Dialect] Sofort da Mathilda ihr Geldstückle sung, …
the Mathilda her

German & dialectal transcriptions of a Franconian sentence:


“Immediately, search for Mathilda’s coin or I’ll show you what’s what!” 

… sonst zeige ich euch, wo’s langgeht
else show I you where it runs along.

… sonst zach ich eich, wo da Bartl an Most hoid.
where the Barthel the cider fetches.

Syntactic differences

• determiner + name

• possessives

• …
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Betthupferl dataset
Data

• Good-night stories for children in German or dialects


• Read speech; professionally written & recorded


 

• 32–37 mins per administrative region (dialectal)


• 32 mins (Standard) German audio


• Total: 4.5 h

8Betthupferl picture ©2025 Bayerischer Rundfunk; via br.de/mediathek/podcast/betthupferl/596



Betthupferl dataset
Transcriptions

• Sentence level (~4.3 s; 11–12 words)


• 1 dialectal & 1 German transcription per sentence


• Transcriber = native speaker of a Bavarian dialect & German
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Experiments
Set-ups
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Experiments
Metrics

• CER – spelling differences between standard & dialect


• WER, BLEU – lexically/structurally similar outputs desired,  
                       also for translation! 
                       (BLEU only in paper)
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Experiments
Models

Architectures


• Whisper – language model decoding


• MMS – connectionist temporal classification (CTC)


• XLS-R (fine-tuned for German ASR) – CTC


Multiple sizes (more sizes & fine-tuned versions in paper)


Output language setting: German (no dialects available)
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Quantitative results
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Performance gap 
German vs. dialectal audio 
(but no systematic 
differences across regions)


Larger models = better


• Distilled turbo also good


Dialect audio  
& decoder types


• Whisper outputs:  
closer to German


• XLS-R & MMS (CTC): 
similarly distant to 
both German & dialect
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Quantitative results
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Qualitative analyses – Human evaluation

Comparing ~600 of the best model’s hypotheses (Whisper large-v3)  
to the German references:


• Meaning: Is the meaning fully preserved?


• Fluency: Does the output sound like fluent German?


Likert scale: 1 = worst, 5 = best; 2–3 annotators / sentence


Moderately correlated w/ automatic metrics: 0.48 ≤ |ρ| ≤ 0.59


• Higher when taking the mean of meaning and fluency: 0.53 ≤ |ρ| ≤ 0.63 
→interplay
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→ μ = 3.9±1.1

→ μ = 3.7±1.1



Qualitative analyses – Error analysis
Same ~600 sentences: 
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[German] Sofort Mathildas Geldstück suchen, …
Immediately Mathilda’s coin search

[Dialect] Sofort da Mathilda ihr Geldstückle sung, …
the Mathilda her

[ASR] Sofort der Mathilda ihr Geldstück lesung, …

✔

✔

✘

identical to German reference


different, but acceptable


different, and wrong

✔ ✔ ✔ ✔ ✔ ✘



Qualitative analyses – Error analysis
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Words/constructions that…


• are identical in German & the dialect: usually correct (86 %)


• differ only in terms of pronunciation/morphology: usually correct (75 %)


• lexically different: usually nonsense (63 %)


• syntactically different: usually like the dialectal structure  
(acceptability in German varies)


Common error source: incorrectly recognized word boundaries 

Same ~600 sentences: 

✔

✔

✘

identical to German reference


different, but acceptable


different, and wrong

✔

✔

✘

✔ ✘



Summary
• 4.5h of audio w/ dialectal & German transcriptions


• Help us close the performance gap between dialectal & 
German audio :)


• Lexical/syntactic differences between dialect & standard are a 
challenge, both for models and for automatic evaluation


• Repo with reference transcriptions, model hypotheses, 
annotation guidelines, annotations, code


• Audio clips are shared by request


• Thank you!
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Dataset stats
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Appendix
Differences between references & Error analysis
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Appendix
Human judgements
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